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Abstract Accurate network monitoring is vital for the operation ofi&. The packet loss
ratiois among the mostimportant metrics for identifyingpoetwork conditions,
since it highly affects data throughput performance andotleall end-to-end
data transfer quality. In this paper, we present a scalatdenan-intrusive tech-
nique based on passive network monitoring for estimatiegaidicket loss ratio
between different measurement points. The proposed agpisaomplemen-
tary to current active monitoring techniques and can bdyeasiorporated into
the network monitoring components of Grid systems. We desd¢he design
and implementation of the technique, outline its integratvithin a Grid envi-
ronment, and present experimental evaluation resultsjdingy measurements
with real Grid application traffic.

Keywords:  Grid connectivity, network monitoring, passive monitgyimacket loss.

1. Introduction

Accurate monitoring of network characteristics, such dayleacket loss
rate, and available bandwidth, is critical for the efficieperation of modern
Grid systems, which are usually composed of many resountesconnected
by local area networks or, more often, through the Inter@ate of the most
important network performance metrics is the packet lois.raPacket loss
occurs when correctly transmitted packets from a sourcernarive at the
intended destination. Packets are usually lost due to ctioge e.g., at the
gueue of some router, routing problems, or poor network itiomgd that may
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result to datagram damages. Packet loss affects signlfichetdata transfer
throughput and the overall end-to-end connection qualitynsequently, it is
desirable to have accurate packet loss measurements foetinerk paths that
Grid services use, in order to timely identify network ingffincies.

Most of the existing techniques for packet loss estimatierbased oactive
network monitoring, which usually involves the injectiohaocertain number
of packets into the network for measuring how many of theml@se[1, 15,
16]. Such active monitoring tools incur an unavoidable mekwoverhead due
to the injected probe packets, which compete with the rezd affic.

In contrast to above approaches, in this paper we presenteh real-time,
end-to-end packet loss estimation method based on digtdpassivenetwork
monitoring. Our approach does not add any overhead to theoriesince it
passively monitors the network traffic without injectingygrobe packets. At
the same time, it estimates almost in real-timeahtial packet loss faced by
the active applications. Moreover, it offers the capapifdr measuring the
loss rates of particular Grid services, allowing for fineiged per-application
packet loss estimation, which is important in case diffeegplications on the
same path face different degrees of packet loss.

The rest of the paper is organized as follows. Section 2 itescin detail the
design and implementation of the proposed approach. Inddegtwve outline
the integration of the proposed technique within a Grid ekamonitoring
infrastructure. Section 4 presents experimental evalnagisults in a controlled
environment and preliminary results with real Grid apglma traffic. Finally,
Section 5 summarizes related work and Section 6 conclu@égsaper.

2. Passive End-to-End Packet Loss Estimation

Traditionally, passive monitoring tools operate at a dekgantage point in
the network that offers a broad view of the traffic, such asateess link that
connects an Autonomous System to the Internet. Besidegtoniogi a single
link, emerging applications can benefit from monitoringedgaithered at multi-
ple observation points across a network [5, 9, 11]. Suchaldised monitoring
infrastructure can be extended outside the border of aesimrgjanization and
span multiple administrative domains across the Interhiét [

Grids can benefit from such a distributed passive monitanfrgstructure
by deriving useful network metrics regarding the networkditions between
different domains. These metrics include, the Round-Tiip€er[12], per-
application throughput, packet retransmissions [6], paordering [13], one-
way delay and jitter, and packet loss ratio. In this paperfoges on the passive
estimation of the packet loss ratio between different dosdin the remaining
of this section we discuss the advantages of a passive gdaskaheasurement
approach and describe in detail the design and implementatiour approach.
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2.1 Passive Packet Loss Measurement Characteristics

An inherent property of passive network monitoring is thdbies not disrupt
the existing traffic conditions. This non-intrusive natofepassive measure-
ments makes them completely invisible on the network. Megemur passive
packet loss estimation method exhibits several other adgas over active
packet loss measurement techniques, which we discuss falibwing.

Real-time measurement of theactual packet loss ratio. The proposed tech-
nique measures the actual packet loss faced by the traffin attve
application in real-time, as it passes through the passiitors. In
contrast, active monitoring approaches unavoidably gtstiue current
traffic due to the probe packets. Thus, they can measuretjabtem-
porary side effects that may be caused by the injected traffic

Scalability. In a Grid infrastructure, it is desirable to measure the rend
packet loss between many different resources or domainsa dys-
tem with V resources, the number of required end-to-end measurements
grows withO(N2), since, as a general rule, each resource has a distinct
path to any other resource. For active monitoring, it isrcthat as the
number of resource pairs increases, the injected trafficge significant
disruption in the network, so usually such measurementpenfermed
sequentially, measuring one or a few paths at atime. Inasiia passive
monitoring approach can provide an instant estimation®picket loss
ratio across different paths, independently of their numbe

Per-application measurement.Using appropriate filters, the proposed ap-
proach can measure the packet loss faced only by the trafficpafr-
ticular Grid service. This capability is of particular inmpance for cases
in which different services may exhibit different packetdaatio in the
same path. This can happen due to the use of differentia@itess
rate-limiting devices, or load-balancing configurations.

IP-level measurement.In contrast to techniques that passively estimate the
loss ratio based on properties of the TCP protocol [2—3],amoroach
measures the packet loss at the IP layer, so it can also wotkD® or
any other Transport Layer protocol.

Besides the above positive properties, our approach hascatgin limi-
tations. A necessary operational requirement is the pcesehtwo passive
monitors at the ends of the measured path. If passive trafiidtoring is not
feasible in some domain, then we should rely on active mangdools. Fur-
thermore, the presence of real traffic in the measured patmaigdatory for
the operation of our approach, since it measures the pamseifdced by the
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Figure 1. End-to-end architecture for passive packet loss estimatio

existing traffic. Itis clear from the above that our approsatomplementary to
existing active probing techniques, and both approachegedectly coexist.

2.2  Approach

We adopt an end-to-end approach for estimating the packet#tio using
two passive monitors at the two ends. The overall approashaan in Fig-
ure 1. The two monitoring points gather information aboetplackets passing
through them. Periodically, this information is sent to atcal application
which correlates these results and estimates the pacletdtis.

A naive packet loss algorithm in this environment would jestint at both
ends the number of packets in each direction between the ewaiths, and
then periodically subtract the number of packets receiveiihea destination
from the number of packets that were actually sent, and \@sgav However,
this simple method has a major drawback: we cannot accyrsyekchronize
the two monitoring points to count the same window of pack8tgppose that
both passive monitors start and stop counting packets atlgxhe same time.
When they start counting, some packets are already in trahisese packets
were not counted at the sender side, but they will be courttdekaeceiver, so
the packet loss ratio will be underestimated. Similarlyewlthe measurement
stops, the in transit packets will have been counted by thdesebut will be
missed by the receiver, so the packet loss ratio will be ctienated. A possible
solution would be to start and stop the measurement in tie@vexts monitoring
point after a delay close to the network’s one-way delay. el@w, this solution
is still inaccurate due to the network delay variability.

In order to solve the above problem, we take a different sqgrdoy measur-
ing the packet loss of eadlow separately. For the TCP and UDP protocols, a
flowis defined as a set of IP packets with the same protocol, sanctdestina-
tion IP address, and source and destination port (also kiagvens-tuple). For
protocols that do not support ports, a flow is defined only leygiotocol and
source and destination IP address. A flow is considexgitedif no packet has
arrived for that particular flow within a specified timeou@(®ec in our experi-
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ments). In case of TCP, a flow can also be considered expitkd donnection
is explicitly closed, i.e., when an RST of FIN packet is seen.

Each of the two monitoring sensors classifies the IP packé&tsflows, ac-
cording to the above definitions. In periodic time intery&lsth sensors send
statistical information about the identifiexpired flowdo the monitoring ap-
plication. Since expired flows are well defined, the monitgrpplication can
correlate the statistics gathered at both sensors regattsameexpired flow.
Thus, for each pair of statistics regarding the same exfflivag the application
computes the packet loss for that flow based on the differehite number of
packet that each expired flow reports. This gives an accanatesurement of
theactual packet loss faced by the particular traffic flow.

2.3  Implementation

2.3.1  Passive Monitoring Platform. In each measurement point we need
a passive traffic monitoring platform for the identificatiand collection of
the expired flows. We have implemented our prototype usingPM@A4], a
flexible passive monitoring APl. A communication daemont e the dis-
tributed MAPI version [17], is responsible for acceptingnitoring requests
from remote applications and sending back the correspgndisults. Using
this distributed monitoring API (DIMAPI), we are able to nipmlate multiple
monitoring sensors from the same application.

2.3.2 Identification of Expired Flows. Every packet is associated with
exactly one flow. At each sensor, the monitoring daemon keaesord for
each active flow in a hashtable for fast lookup. In additioth®5-tuple, a flow
record holds the timestamps of the first and last packet didiae The arrival
time of the last packet of the flow is necessary for decidingtivér the flow
has expired or not. Finally, the record holds the number okeis and bytes
of the flow, from which we compute the packet and byte losgsati

For every new packet, the monitoring daemon looks up theesponding
flow record in the hashtable, increases the packet coumgra@ds the packet
size to the existing byte counter value. Also, the timestaife last packet
is renewed. In case a flow record is not found, a new one isexteat

In order to identify immediately the expired flows, the monitg daemon
maintains a linked list that contains pointers to the flowords in a temporal
order. For every new packet, the timestamp of the last pdokéite corre-
sponding flow record is renewed, and that flow comes first inittked list.
A separate thread in the monitoring daemon runs periogli¢alt., every one
second) and finds the expired flows in the end of that list.ti&gafrom the last
entry of the list, it checks whether the timestamp of the pastket of that flow
is older than the specified timeout, and if so, it remove®itifthe list and puts
it in the expired flow list. The same process is continued! antion-expired
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flow is found. Finally, the monitoring daemon sends the lighwhe expired
flows to the monitoring application.

2.3.3 Distributed Monitoring Sensor Management. The last compo-
nent of the architecture is the monitoring application. @pglication collects
periodically the expired flows from the distributed monibgy sensors, corre-
lates them, and reports the packet loss ratio for every gasensors. The
application uses a hashtable, similar to the one descriddiére for identifying
pairs of statistics from different sensors for the samerexpilow. For every
matched pair, it subtracts the number of packets that theured to compute
the packet loss for this flow. Finally, the application rdpdhe total packet
loss ratio between pairs of measurement points and alsoattieploss per
every individual flow. It reports the byte loss ratio as welhich can be also
an interesting metric for some applications.

3. Passive Packet Loss Measurement as a Network
Monitoring Service

In this section we define how the packet loss measurementnigyaced
inside a grid-wide Network Monitoring Service. This serviis based on a
Network Monitoring Element (NMElement), which is a Grid elent that con-
centrates the Network Monitoring functionalities of a Griicbffers an interface
for measurement requests coming from applications (indhewing we call
them brokers, although this is not required in our model)l aplug-in based
interface for publishing measurements. It has access ttahase that contains
the description of the domain partitioning of Grid resogrcand the persistent
attributes of other NMElements. A detailed description bariound in. [4].

The definition of a Network Monitoring session aiming to meaghe packet
loss ratio is composed of the following elements: the idem# of the source
and destination domains, the description of the type ofiserfor which the
packet loss measurement is requested, and the time petiloel mieasurement:
this can be historical, most recent, one-shot, or periocdartain combinations
of these attributes are also allowed.

In principle, a measurement is not targeted to a flow betwaenspecific
hosts: the domain partitioning should guarantee the sagmtie of the mea-
surement for any pair of hosts in the two domains.

Figure 2 illustrates the message exchange between thesdgatparticipate
to the measurement, as described in the following. Messagegepresented
by arrows, in which the attached numbers are referenceceifotltowing text.

The application that needs the measurement will send a mesasnt request
(2) to one of the the NM services in charge of monitoring the estjbbetween
the two domains. This can be either the source or the destinat the flow
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Domain 2

Domain 1

Figure 2. Embedding the packet loss measurement in a Network Mong@ervice

for which we want to compute the packet loss ratio. The infatiam regarding
the identity of the NMElement, necessary in order to harftberéquest, is first
retrieved with a queryl( to the NM Database attached to a NMElement in the
domain of the requesting broker.

When the Network Monitoring service receives such requiestst checks
the availability of the module in charge of managing the meawent. The
information is retrieved from an internal registry of aadile modules. The next
step consists of verifying the availability of resourcegalyically allocated to
monitoring tasks: this information is retrieved by inspegthe current system
state (using ps/netstat like commands).

In case any of the above steps fail, a “resource not availedybdy is returned
to the calling resource broker. This indicates that the mnessent was not
performed, but does not imply anything about the availgbif the inspected
resource. The application will redirect the request to aeoNMElement, or
will repeat it using less demanding parameters. If the nreasent is feasible,
the successive step consists of locating a peer NMEleméetssélection is
carried out using the local NM Database, by querying for éeriNMElement,
which is identified by the (source domain, destination dorpair.

The measurement can be either extracted from a local cacheadéble
results, or actually come from a new measurement. In thedoicase, the
historical result is found as indexed by the Network Elemeomplemented
by measurement attributes indicated in the request of thikeebr Otherwise,
a request for the activation of the peer module for packet losasurement is
delivered to the pee3}. In case of a negative reply, this is bounced back to
the requesting broker. Otherwise, the measurement witlggd normally. The
peer module will send back the measured data for packet &tgsation @),
with the process described in the previous section.

The result of the measurement is finally streamed outsidélMElement,
eithertothe GIS, or to any other publication medig &ccording to the available
plugin in the NM Service module. The final step is the deliveirthe result to
the requesting brokef).
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Figure 3. Using a transparent intermediate host for artificial patd®t generation.

Table 1. Validation results with artificial packet loss for UDP traffi

Generated Loss Estimated Loss Measurement Error
(%) (min/avg/max %) (%)
0 0.00/0.002/0.01 0.002
1 0.91/0.98/1.06 0.020
5 4.80/5.014/5.13 0.014
10 9.86/10.09/10.18 0.090
25 22.24/24.74/25.32 0.260

4.  Experimental Evaluation
4.1 Packet Loss Measurement Accuracy

In our first experiment, we aim to explore the accuracy of oethad and
verify that it measures the actual packet loss of the trafftbaut significant
errors. We validate our approach in a controlled envirortrusing three PCs
connected to a00M bit/s network, as shown in Figure 3. The “Sender” host
generates traffic destined to the “Receiver” host. The traffiboth hosts is
monitored by two passive monitors.

All traffic between the two hosts is transparently forwartedugh the third
“Gateway” PC. The purpose of the Gateway PC is to generdfiattpacket
loss in the path between the sender and the receiver, by idgpppspecified
percentage of the packets in both directions. Artificialkehdoss is produced
using thenetem tool [10]. Netem is a kernel module that allows the emulation
of various network characteristics, such as delay, losplichtion, and re-
ordering, through the Linux queuing discipline. We useatdéht percentages
of packet loss betweetrl, and25%.

First, we generated UDP traffic in the lossy path usingititecp tool. Table 1
presents the results fan parallel UDP flows, with about0Mbit/s rate for
each flow. We repeated the measurements el2myinutes over a two hour
period. We present the average, minimum and maximum pausetheasured,
as well as the measurement error, which is definedas: = |expected loss—
measured loss|.
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Table 2. Validation results with artificial packet loss with HTTPffie.

Generated Loss Estimated Loss Measurement Error Served Rat
(%) (min/avg/max %) (%) Requests  (Mbit/s)

0 0.00/0.06/0.17 0.060 2944 38.75

1 1.02/1.078/1.16 0.078 1666 22.23

5 4.92/5.07/5.23 0.070 1058 14.11

10 9.86/10.086/10.12 0.086 290 3.90

25 24.89/25.235/25.50 0.235 0 0.26

Next, we generated more realistic TCP traffic by performiogmal HTTP
requests using thepache benchmark (ab) tool [8]. We ran a web server
at the receiver host anab at the sender, downloading a file oM B size.
We performed the same measurements for packet loss ratibsaty again
from 1% to 25% while runningab for 10 minutes for each measurement. The
concurrency level was equal to 10, that is, 10 parallel HTrERdfers were
active at any given time. Table 2 shows the estimated paokstriatios, for
both directions, and the respective measurement errorsh Baasurement
was repeated for 10 times. We also present the average nahtempleted
requests and the average transfer rate for each case, a=depyab.

We observe that in both cases our technique produces aecesatlts, very
close to the real packet loss introduced to the Ikt em imposes the specified
packet loss ratio using a probability function, so we carexgtect to produce
exactly the specified loss rate. This is the main reason &oslight aberrations
from the expected loss value.

Another observation from the results in Table 2 is that thekpgloss ratio
affects significantly the number of requests that were cetaepland the TCP
throughput. For instance, when we add packet loss in the link, the number
of accomplished requests is almost half than without paldsst. In case of
10% loss rate, only290 (out of the2944) were completed, while in case of a
significan25% loss, none of the requests could be completed. We can sesthat
the generated loss increases frafhito 25%, the rate of serviced requests drops
dramatically from38.75Mbit/s to 0.26Mbit/s. This shows the significant
effect that packet loss has on the TCP throughput, sincelé¥dass results to
almost half the throughput. This is due to the TCP backoffimesm which
exponentially increases the TCP retransmission timedeit @dch consecutive
drop (it can reach 64 seconds in high loss rates).
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Figure 4. Packet loss measurements in a Grid network path
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Figure 5. Packet loss variation in a daily period for HTTP and GridFTétgcols.

4.2  Experiences with Grid Network Traffic

We deployed our technique in an operational Grid network patween two
different sites, as depicted in Figure 4. We installed thekptloss components
in two sensors that monitor the trafficldf5-05-forthandGR-04-forth-icgGrid
sites, which are parts of the EGEEn@bling Grids for E-sciencEnfrastruc-
ture. The monitoring application was running on a host ie$tORTH for 24
hours and reported the current loss ratio in both directewesy 30 seconds.

In Figure 5 we plot the time series of the packet loss ratiaviar popular
GRID protocols, HTTP and GridFTP, and the total packet lais 1of the link,
for 30 seconds intervals. In order to create more traffic betwthese sites, we
initiated a random number of parallel HTTP and FTP trangfens/ing between
1 and10) for large files R0M B and30M B respectively) ever minutes.

Theresults show that bursts of HTTP and FTP transfers teshitjher packet
loss rates, as expected. Besides our generated traffidh widamly dominated
the network path and caused the increased packet loss, weatise some
slight diurnal patterns in the loss rates due to the real &vplication traffic of
the path. For instance, we can see higher packet loss ratimgydhe morning
and afternoon hours (08:00 to 16:00 local time), while camisand low packet
loss occurs in late hours at night, due to our generatedd@ty.

The percentage of the 30-second intervals with zero paokstfor HTTP,
FTP, and the total traffic, wa&%, 87%, and83%, respectively. The overall
loss ratio for the 24-hour period was09% for the total traffic,0.13% for
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HTTP-only traffic, and).19% for FTP-only traffic. The loss ratio for the total
traffic is lower than HTTP-only and FTP-only traffic, becapseket loss was
occurred mainly in our generated HTTP and FTP traffic. The rivemitored
services resulted to similar loss rates. This is becauseenergted comparable
HTTP and FTP traffic during the same time periods.

5. Related Work

Previous work on packet loss estimation can be broadly od#gl into
approaches based on passive and active network monitaritiy the latter
having a significantly larger literature body.

One of the most popular tools for inferring the basic netwarlracteristics,
such as round-trip time and packet losgiag. Ping uses the ICMP protocol
to send probe packets to a target host at fixed intervals, egpuaits loss when
the response packets are not received within a specifiedpimed. However,
ICMP packets are often rate limited, or blocked, by routerd #rewalls. An
other active tool iszing [1], which estimates the end-to-end packet loss in
one direction between two cooperative end hosts, by sendiivig packets at
Poisson modulated intervals with a fixed mean r@tlabing [16]also mea-
sures the one-way packet loss by sending fixed-size padisgiedific intervals.
Sting is an active monitoring tool that measures the loss rate ih twoward
and reverse directions from a single host to any TCP-baggdrsby exploit-
ing TCP’s loss recovery algorithms [15]. Finally, netwodgriography using
unicast probes has been used for inferring loss rates otoeedd paths [7].

Besides active tools, there also exist methods that use/pamtwork mon-
itoring for measuring the TCP packet loss, based on the T@Bnsmission
mechanism [3]. However, there are several applicatiord) astftp, which
use UDP instead of TCP. Techniques for estimating the ldssba@sed on the
TCP protocol are also presented in [2], however they worl anindividual
clients and they cannot be used by other external applitat®g., for improv-
ing routing or selecting a replicated server with the besivagk conditions.

6. Conclusion

We presented a novel distributed passive monitoring tegckenior real time
packet loss estimation between different Grid domains. t&éblenique is based
on tracking theexpired flowsat each monitoring sensor. Using a distributing
monitoring infrastructure, a central monitoring applicatcorrelates the results
and computes the actual packet loss ratio. Our experimewsdliation using
controlled packet loss shows that our approach is accurateediable, while
at the same time exhibits inherent advantages such as #italabd a non-
intrusive nature. Finally, preliminary results from a netw path with real
Grid traffic are promising, and demonstrate the applicgbdf our approach.
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